
NCSS Statistical Software NCSS.com 
 

308-1 
 © NCSS, LLC. All Rights Reserved. 

Chapter 308 

Robust Regression  

Introduction  
Multiple regression analysis is documented in Chapter 305 – Multiple Regression, so that information will not 
be repeated here. Refer to that chapter for in depth coverage of multiple regression analysis. This chapter 
will deal solely with the topic of robust regression.  

Regular multiple regression is optimum when all of its assumptions are valid. When some of these assumptions 
are invalid, least squares regression can perform poorly. Thorough residual analysis can point to these 
assumption breakdowns and allow you to work around these limitations. However, this residual analysis is time 
consuming and requires a great deal of training.  

Robust regression provides an alternative to least squares regression that works with less restrictive 
assumptions. Specifically, it provides much better regression coefficient estimates when outliers are present in 
the data. Outliers violate the assumption of normally distributed residuals in least squares regression. They 
tend to distort the least squares coefficients by having more influence than they deserve. Typically, you would 
expect that the weight attached to each observation would be about 1/N in a dataset with N observations. 
However, outlying observations may receive a weight of 10, 20, or even 50 %. This leads to serious distortions in 
the estimated coefficients. 

Because of this distortion, these outliers are difficult to identify since their residuals are much smaller than they 
should be. When only one or two independent variables are used, these outlying points may be visually 
detected in various scatter plots. However, the complexity added by additional independent variables often 
hides the outliers from view in scatter plots. Robust regression down-weights the influence of outliers. This 
makes residuals of outlying observations larger and easier to spot. Robust regression is an iterative procedure 
that seeks to identify outliers and minimize their impact on the coefficient estimates.  

The amount of weighting assigned to each observation in robust regression is controlled by a special curve 
called an influence function. There are two influence functions available in NCSS. 

Although robust regression can particularly benefit untrained users, careful consideration should be given to 
the results. Essentially, robust regression conducts its own residual analysis and down-weights or completely 
removes various observations. You should study the weights it assigns to each observation, determine which 
observations have been largely eliminated, and decide if you want these observations in your analysis. 
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M-Estimators 
Several families of robust estimators have been developed. The robust methods found in NCSS fall into the 
family of M-estimators. This estimator minimizes the sum of a function ρ(·) of the residuals. That is, these 
estimators are defined as the β’s that minimize 

min
𝛽𝛽
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M in M-estimators stands for maximum likelihood since the function ρ(·)  is related to the likelihood function 
for a suitable choice of the distribution of the residuals. In fact, when the residuals follow the normal 
distribution, setting 𝜌𝜌(𝑢𝑢) = 1

2
𝑢𝑢2 results in the usual method of least squares.  

Unfortunately, M-estimators are not necessarily scale invariant. That is, these estimators may be influenced 
by the scale of the residuals. A scale-invariant estimator is found by solving 
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where s is a robust estimate of scale. The estimate of s is used in NCSS is 

𝑠𝑠 =
𝑚𝑚𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚�𝑒𝑒𝑗𝑗 − 𝑚𝑚𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚�𝑒𝑒𝑗𝑗��

0.6745
 

This estimate of s yields an approximately unbiased estimator of the standard deviation of the residuals 
when N is large, and the error distribution is normal. 

The function 
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is minimized by setting the first partial derivatives of ρ(·) with respect to each 𝛽𝛽𝑖𝑖 to zero which forms a set of  
p + 1 nonlinear equations 

�𝑥𝑥𝑖𝑖𝑗𝑗

𝑁𝑁

𝑗𝑗=1

𝜓𝜓 �
𝑦𝑦𝑗𝑗 − 𝑥𝑥𝑗𝑗′𝛽𝛽

𝑠𝑠 � = 0,    𝑚𝑚 = 0, 1, … ,𝑝𝑝 

where 𝜓𝜓(𝑢𝑢) = 𝜌𝜌′(𝑢𝑢) is the influence function. 

These equations are solved iteratively using an approximate technique called iteratively reweighted least 
squares (IRLS). At each step, new estimates of the regression coefficients are found using the matrix 
equation 

𝛽𝛽𝑡𝑡+1 = (𝐗𝐗′𝐖𝐖𝑡𝑡𝐗𝐗)−𝟏𝟏𝐗𝐗′𝐖𝐖𝑡𝑡𝐘𝐘 
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where 𝐖𝐖𝑡𝑡 is an N-by-N diagonal matrix of weights 𝑤𝑤1𝑡𝑡,𝑤𝑤2𝑡𝑡, … ,𝑤𝑤𝑁𝑁𝑡𝑡 defined as 

𝑤𝑤𝑗𝑗𝑡𝑡 =

⎩
⎨

⎧𝜓𝜓��𝑦𝑦𝑗𝑗 − 𝑥𝑥′𝛽𝛽𝑗𝑗𝑡𝑡�/𝑠𝑠𝑡𝑡�
�𝑦𝑦𝑗𝑗 − 𝑥𝑥′𝛽𝛽𝑗𝑗𝑡𝑡�/𝑠𝑠𝑡𝑡

if 𝑦𝑦𝑗𝑗 ≠ 𝑥𝑥′𝛽𝛽𝑗𝑗𝑡𝑡

1 if 𝑦𝑦𝑗𝑗 = 𝑥𝑥′𝛽𝛽𝑗𝑗𝑡𝑡

 

The ordinary least squares regression coefficients are used at the first iteration to begin the iteration 
process. Iterations are continued until there is little or no change in the regression coefficients from one 
iteration to the next. Because of the masking nature of outliers, it is a good idea to run through at least five 
iterations to allow the outliers to be found. 

Two functions are available in NCSS. These are Huber’s method and Tukey’s biweight. Huber’s method is the 
most frequently recommended in the regression texts that we have seen. The specifics for each of these 
functions are as follows. 

Huber’s Method 

𝜌𝜌(𝑢𝑢) = �
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Tukey’s Biweight 
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𝑐𝑐 = 4.685 
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This gives you a sketch of what robust regression is about. If you find yourself using the technique often, we 
suggest that you study one of the modern texts on regression analysis. All of these texts have chapters on 
robust regression. A good introductory discussion of robust regression is found in Hamilton (1991). A more 
thorough discussion is found in Montgomery and Peck (1992). 

Standard Errors and Tests for M-Estimates 
The standard errors, confidence intervals, and t-tests produced by the weighted least squares assume that 
the weights are fixed. Of course, this assumption is violated in robust regression since the weights are 
calculated from the sample residuals, which are random. NCSS can produce standard errors, confidence 
intervals, and t-tests that have been adjusted to account for the random nature of the weights. The method 
described next was given in Hamilton (1991). 

Let 𝜙𝜙(𝑢𝑢) represent the derivative of the influence function 𝜓𝜓(𝑢𝑢). To find adjusted standard errors, etc., take 
the following steps: 

1. Calculate 𝑚𝑚 and 𝜆𝜆 using 

𝑚𝑚 =
∑ 𝜙𝜙(𝑢𝑢𝑖𝑖)𝑖𝑖

𝑁𝑁
,     𝜆𝜆 = 1 +

(𝑝𝑝 + 1)(1 − 𝑚𝑚)
𝑁𝑁𝑚𝑚

 

where 

for Huber estimation 

𝜙𝜙(𝑢𝑢) = �
1 if |𝑢𝑢| ≤ 𝑐𝑐

0 if |𝑢𝑢| > 𝑐𝑐
 

for Tukey’s biweight estimation 

𝜙𝜙(𝑢𝑢) = �
�1 −

𝑢𝑢2

𝑐𝑐2
� �1 − 5

𝑢𝑢2

𝑐𝑐2
� if |𝑢𝑢| ≤ 𝑐𝑐

0 if |𝑢𝑢| > 𝑐𝑐

 

2. Define a set of pseudo values of 𝑦𝑦𝑖𝑖  using 

𝑦𝑦�𝑖𝑖 = 𝑦𝑦�𝑖𝑖 +
𝜆𝜆𝑠𝑠
𝑚𝑚
𝜓𝜓(𝑢𝑢𝑖𝑖) 

3. Regress Y� on 𝑿𝑿. The standard errors, t-tests, and confidence intervals from this regression are 
asymptotically correct for the robust regression. 

This method is not without criticism. The main criticism is that the results depend on the choices of the MAD 
scale factor (default = 0.6745) and the tuning constant, c. Changing these values may cause large changes in 
the resulting tests and confidence intervals.  

For this reason, both methods are available. 
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Data Structure 
The data are entered in two or more columns. An example of data appropriate for this procedure is shown 
below. These data are from a study of the relationship of several variables with a person’s I.Q. Fifteen 
people were studied. Each person’s IQ was recorded along with scores on five different personality tests. 
The data are contained in the IQ dataset. We suggest that you open this database now so that you can 
follow along with the example.  

IQ Dataset 

Test1 Test2 Test3 Test4 Test5 IQ 
83 34 65 63 64 106 
73 19 73 48 82 92 
54 81 82 65 73 102 
96 72 91 88 94 121 
84 53 72 68 82 102 
86 72 63 79 57 105 
76 62 64 69 64 97 
54 49 43 52 84 92 
37 43 92 39 72 94 
42 54 96 48 83 112 
71 63 52 69 42 130 
63 74 74 71 91 115 
69 81 82 75 54 98 
81 89 64 85 62 96 
50 75 72 64 45 103 

Missing Values 
Rows with missing values in the variables being analyzed are ignored. If data are present on a row for all but 
the dependent variable, a predicted value and confidence limits are generated for that row. 
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Example 1 – Robust Regression (Common Reports) 
This section presents an example of how to run a robust regression analysis of the data presented earlier in 
this chapter. The data are in the IQ dataset. This example will run a robust regression of IQ on Test1 through 
Test5. This program outputs over thirty different reports and plots, many of which contain duplicate 
information. If you want to obtain complete documentation for all reports, refer to the Multiple Regression 
chapter. Only those reports that are specifically needed for a robust regression will be presented here.  

Setup 
To run this example, complete the following steps: 

1 Open the IQ example dataset 
• From the File menu of the NCSS Data window, select Open Example Data. 
• Select IQ and click OK. 

2 Specify the Robust Regression procedure options 
• Find and open the Robust Regression procedure using the menus or the Procedure Navigator.  
• The settings for this example are listed below and are stored in the Example 1 settings file. To load 

these settings to the procedure window, click Open Example Settings File in the Help Center or File 
menu. 

 
Variables, Model Tab 
 ___________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________  

Y ...................................................................... IQ 
Numeric X's ..................................................... Test1-Test5 
Terms .............................................................. 1-Way 
 
Reports Tab 
 ___________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________  

Run Summary .................................................. Checked 
Descriptive Statistics ........................................ Checked 
Iterations (Coefficients) .................................... Checked 
Iterations (Residuals) ....................................... Checked 
Coef T-Tests|Fixed Wts ................................... Checked 
Coef T-Tests|Random Wts .............................. Checked 
Coef CI's|Fixed Wts ......................................... Checked 
Coef CI's|Random Wts .................................... Checked 
Estimated Equation .......................................... Checked 
Robust Residuals ............................................. Checked 
  Weight Cutoff .................................................   1 
 
Plots Tab 
 ___________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________  

Histogram ........................................................ Checked 
Probability Plot ................................................. Checked 
Residuals vs X ................................................. Checked 
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3 Run the procedure 
• Click the Run button to perform the calculations and generate the output. 

Run Summary  
 
Run Summary 
───────────────────────────────────────────────────────────────────────── 
Item Value Rows Value 
────────────────────────────────────────────────────────────────────────────────────────────────────────────────────────────── 

Dependent Variable (Y) IQ Rows Processed 17 
Number of Independent Variables (X) 5 Rows Used in Estimation 15 
Weight Variable None Rows with X's Missing 0 
  Rows with Y Missing 2 
Robust Information  Sum of Robust Weights 13.065 
Robust Method Huber's Method   
Tuning Constant 1.345   
MAD Scale Factor 0.6745   
Iterations 15   
Max % Change in any Coefficient 0.000850261   
R² after Robust Weighting 0.6521   
S using MAD 3.880495   
S using MSE 6.410362   
Completion Status Normal Completion   
───────────────────────────────────────────────────────────────────────── 
 

This report summarizes the robust regression results. It presents the variables used, the number of rows 
used, and the basic results. Of particular interest is the number of iterations performed (15 here) and the 
Max % Change in any Coefficient since they establish whether the algorithm converged before iterations 
were stopped. The S using MAD should be compared to the S using MSE to determine the impact of the 
outliers. 

Descriptive Statistics  
 
Descriptive Statistics 
───────────────────────────────────────────────────────────────────────── 
   Standard   
Variable Count Mean Deviation Minimum Maximum 
──────────────────────────────────────────────────────────────────────────────────────────── 

Test1 15 67.99088 16.70783 37 96 
Test2 15 60.11736 18.46197 19 89 
Test3 15 73.02548 13.17147 43 96 
Test4 15 64.92223 13.1077 39 88 
Test5 15 71.98064 14.10431 42 94 
IQ 15 102.9209 8.714404 92 130 
───────────────────────────────────────────────────────────────────────── 
 

For each variable, the count, arithmetic mean, standard deviation, minimum, and maximum are computed. 
Note that these statistics use the robust weights. This report is particularly useful for checking that the 
correct variables were selected.  
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Robust Iterations (Coefficients) 
 
Robust Iterations (Coefficients) 
───────────────────────────────────────────────────────────────────────── 
 Max Percent     
Robust Change in     
Iteration Coefficients b(0) b(1) b(2) b(3) 
───────────────────────────────────────────────────────────────────────────────────────────────────── 

0  85.24039 -1.933571 -1.659881 0.1049543 
1 244.7263 71.67678 -1.679895 -1.428319 0.1648283 
2 61.16344 66.77071 -1.588138 -1.344561 0.1864853 
3 23.55199 62.35069 -1.471774 -1.236772 0.1950679 
4 3.886124 60.89347 -1.418036 -1.188710 0.1951960 
5 1.493439 60.86422 -1.413489 -1.183153 0.1932957 
6 0.7953311 60.79848 -1.408459 -1.178541 0.1926180 
7 0.4306386 60.78759 -1.406684 -1.176903 0.1922620 
8 0.1993629 60.78212 -1.405859 -1.176143 0.1921048 
9 0.09147064 60.77952 -1.405481 -1.175794 0.1920341 
10 0.04188887 60.77829 -1.405306 -1.175633 0.1920020 
11 0.01919175 60.77772 -1.405226 -1.175559 0.1919874 
12 0.008798749 60.77745 -1.405189 -1.175525 0.1919807 
13 0.004036183 60.77733 -1.405172 -1.175509 0.1919777 
14 0.001852249 60.77727 -1.405165 -1.175502 0.1919763 
15 0.000850261 60.77724 -1.405161 -1.175498 0.1919756 
───────────────────────────────────────────────────────────────────────── 
 

This report shows the largest percent change in any of the coefficients as well as the first four coefficients. 
The 0th iteration shows the ordinary least squares estimates on the full dataset.  

The report allows you to determine if enough iterations have been run for the coefficients to have stabilized. 
In this example, the coefficients have stabilized. If they had not, we would increase the number of robust 
iterations and rerun the analysis. 
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Robust Iterations (Residuals) 
 
Robust Iterations (Residuals) 
───────────────────────────────────────────────────────────────────────── 
 Max Percent Percentiles of Absolute Residuals 
Robust Change in ───────────────────────────────── 
Iteration Coefficients 25th 50th 75th 100th 
───────────────────────────────────────────────────────────────────────────────────────────────── 

0  2.767226 5.073471 9.166913 22.15433 
1 244.7263 1.726065 4.446014 7.637312 27.57270 
2 61.16344 1.573288 3.093457 7.084043 29.53257 
3 23.55199 1.510708 2.599305 7.083325 30.62587 
4 3.886124 1.564207 2.285314 7.296277 30.71385 
5 1.493439 1.568864 2.271405 7.387377 30.60403 
6 0.7953311 1.581032 2.251897 7.440241 30.55292 
7 0.4306386 1.586163 2.245973 7.464128 30.52514 
8 0.1993629 1.588557 2.243041 7.475192 30.51250 
9 0.09147064 1.589644 2.241670 7.480284 30.50674 
10 0.04188887 1.590140 2.241033 7.482625 30.50410 
11 0.01919175 1.590366 2.240738 7.483700 30.50290 
12 0.008798749 1.590470 2.240602 7.484193 30.50235 
13 0.004036183 1.590517 2.240540 7.484420 30.50209 
14 0.001852249 1.590539 2.240511 7.484525 30.50198 
15 0.000850261 1.590549 2.240498 7.484572 30.50192 
───────────────────────────────────────────────────────────────────────── 
 

The purpose of this report is to highlight the percentage changes among the coefficients and to show the 
convergence of the absolute value of the residuals after a selected number of iterations. 

Robust Iteration 

This is the robust iteration number. 

Max Percent Change in Coefficients 

This is the maximum percentage change in any of the regression coefficients from one iteration to the next. 
This quantity can be used to determine if enough iterations have been run. Once this value is less than 0.01%, 
little is gained by further iterations.  

Percentiles of Absolute Residuals 

The absolute values of the residuals for this iteration are sorted and the percentiles are calculated. We want to 
terminate the iteration process when there is little change in median of the absolute residuals. 
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Regression Coefficient T-Tests Assuming Fixed Weights 
 
Regression Coefficient T-Tests Assuming Fixed Weights 
───────────────────────────────────────────────────────────────────────── 
    T-Test of H0: β(i) = 0 
 Regression Standard  ────────────────────────── 
Independent Coefficient Error Standardized   Reject H0 
Variable b(i) Sb(i) Coefficient T-Statistic P-Value at α = 0.05? 
────────────────────────────────────────────────────────────────────────────────────────────────────────────────────────────── 

Intercept 60.77724 15.68363 0.0000 3.875 0.0038 Yes 
Test1 -1.405161 0.6337522 -2.6941 -2.217 0.0538 No 
Test2 -1.175498 0.5402724 -2.4904 -2.176 0.0576 No 
Test3 0.1919756 0.1399195 0.2902 1.372 0.2033 No 
Test4 2.865529 1.128164 4.3102 2.540 0.0317 Yes 
Test5 0.1152255 0.1323662 0.1865 0.871 0.4066 No 
───────────────────────────────────────────────────────────────────────── 
 

This report gives the coefficients, standard errors, and significance tests assuming that the robust weights 
are fixed, known quantities.  

Independent Variable 

The names of the independent variables are listed here. The intercept is the value of the Y intercept. 

Regression Coefficient b(i) 

The regression coefficients are the least squares estimates of the parameters. The value indicates how 
much change in Y occurs for a one-unit change in that particular X when the remaining X’s are held constant. 
These coefficients are often called partial-regression coefficients since the effect of the other X’s is removed. 
These coefficients are the values of 𝑏𝑏0,𝑏𝑏1, … , 𝑏𝑏𝑝𝑝.  

Standard Error Sb(i) 

The standard error of the regression coefficient, 𝑠𝑠𝑏𝑏𝑗𝑗 , is the standard deviation of the estimate. It is used in 
hypothesis tests or confidence limits. 

Standardized Coefficient 

Standardized regression coefficients are the coefficients that would be obtained if you standardized the 
independent variables and the dependent variable. Here standardizing is defined as subtracting the mean 
and dividing by the standard deviation of a variable. A regression analysis on these standardized variables 
would yield these standardized coefficients.  

When the independent variables have vastly different scales of measurement, this value provides a way of 
making comparisons among variables. The formula for the standardized regression coefficient is: 

𝑏𝑏𝑗𝑗, 𝑠𝑠𝑡𝑡𝑠𝑠 = 𝑏𝑏𝑗𝑗 �
𝑠𝑠𝑋𝑋𝑗𝑗
𝑠𝑠𝑌𝑌
� 

where 𝑠𝑠𝑌𝑌 and 𝑠𝑠𝑋𝑋𝑗𝑗  are the standard deviations for the dependent variable and the jth independent variable. 

T-Statistic 

This is the t-test value for testing the hypothesis that 𝛽𝛽𝑗𝑗 = 0 versus the alternative that 𝛽𝛽𝑗𝑗 ≠ 0 after 
removing the influence of all other X’s. This t-value has n-p-1 degrees of freedom. 
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P-Value 

This is the p-value for the significance test of the regression coefficient. The p-value is the probability that 
this t-statistic will take on a value at least as extreme as the actually observed value, assuming that the null 
hypothesis is true (i.e., the regression estimate is equal to zero). If the p-value is less than alpha, say 0.05, 
the null hypothesis of equality is rejected. This p-value is for a two-tail test. 

Reject H0 at α = 0.05? 

This is the conclusion reached about the null hypothesis. It will be either reject H0 at the 5% level of 
significance or not.  

Note that the level of significance is specified in the Tests Alpha box on the Reports tab panel. 

Regression Coefficient T-Tests Assuming Random Weights 
 
Regression Coefficient T-Tests Assuming Random Weights 
───────────────────────────────────────────────────────────────────────── 
    T-Test of H0: β(i) = 0 
 Regression Standard  ────────────────────────── 
Independent Coefficient Error Standardized   Reject H0 
Variable b(i) Sb(i) Coefficient T-Statistic P-Value at α = 0.05? 
────────────────────────────────────────────────────────────────────────────────────────────────────────────────────────────── 

Intercept 60.77724 15.92701 0.0000 3.816 0.0041 Yes 
Test1 -1.405161 0.6917208 -2.6941 -2.031 0.0728 No 
Test2 -1.175498 0.5867289 -2.4904 -2.003 0.0761 No 
Test3 0.1919756 0.1478101 0.2902 1.299 0.2263 No 
Test4 2.865529 1.233082 4.3102 2.324 0.0452 Yes 
Test5 0.1152255 0.1352531 0.1865 0.852 0.4164 No 
───────────────────────────────────────────────────────────────────────── 
 

This report gives the coefficients, standard errors, and significance tests assuming that the robust weights 
are random, unknown quantities found from the data. This is a much more reasonable assumption than 
that the weights are fixed.  

Regression Coefficient Confidence Intervals Assuming Fixed Weights 
 
Regression Coefficient Confidence Intervals Assuming Fixed Weights 
───────────────────────────────────────────────────────────────────────── 
   95% Confidence Interval 
 Regression Standard Limits for β(i) 
Independent Coefficient Error ────────────────── 
Variable b(i) Sb(i) Lower Upper 
──────────────────────────────────────────────────────────────────────────────────────────── 

Intercept 60.77724 15.68363 25.29841 96.25608 
Test1 -1.405161 0.6337522 -2.838808 0.02848613 
Test2 -1.175498 0.5402724 -2.39768 0.04668259 
Test3 0.1919756 0.1399195 -0.1245443 0.5084956 
Test4 2.865529 1.128164 0.3134452 5.417612 
Test5 0.1152255 0.1323662 -0.1842076 0.4146586 
───────────────────────────────────────────────────────────────────────── 
Note: The T-Value used to calculate these confidence interval limits was 2.262. 
 

This report gives the coefficients, standard errors, and confidence interval assuming fixed weights.  
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Independent Variable 

The names of the independent variables are listed here. The intercept is the value of the Y intercept.  

Regression Coefficient b(i) 

The regression coefficients are the least squares estimates of the parameters. The value indicates how 
much change in Y occurs for a one-unit change in x when the remaining X’s are held constant. These 
coefficients are often called partial-regression coefficients since the effect of the other X’s is removed. These 
coefficients are the values of 𝑏𝑏0,𝑏𝑏1, … , 𝑏𝑏𝑝𝑝. 

Standard Error Sb(i) 

The standard error of the regression coefficient, 𝑠𝑠𝑏𝑏𝑗𝑗 , is the standard deviation of the estimate. It is used in 
hypothesis tests and confidence limits. 

95% Confidence Interval Limits for β(i) (Lower and Upper) 

These are the lower and upper values of a 100(1 − 𝛼𝛼)% interval estimate for 𝛽𝛽𝑗𝑗 based on a t-distribution 
with n-p-1 degrees of freedom. This interval estimate assumes that the residuals for the regression model 
are normally distributed.  

The formulas for the lower and upper confidence limits are: 

𝑏𝑏𝑗𝑗 ± 𝑡𝑡1−𝛼𝛼/2,𝑛𝑛−𝑝𝑝−1𝑠𝑠𝑏𝑏𝑗𝑗 

Note: The T-Value … 

This is the value of 𝑡𝑡1−𝛼𝛼/2,𝑛𝑛−𝑝𝑝−1  used to construct the confidence limits.  

Regression Coefficient Confidence Intervals Assuming Random Weights 
 
Regression Coefficient Confidence Intervals Assuming Random Weights 
───────────────────────────────────────────────────────────────────────── 
   95% Confidence Interval 
 Regression Standard Limits for β(i) 
Independent Coefficient Error ────────────────── 
Variable b(i) Sb(i) Lower Upper 
─────────────────────────────────────────────────────────────────────────────────────────── 

Intercept 60.77724 15.92701 24.74785 96.80664 
Test1 -1.405161 0.6917208 -2.969942 0.1596202 
Test2 -1.175498 0.5867289 -2.502772 0.1517746 
Test3 0.1919756 0.1478101 -0.1423941 0.5263454 
Test4 2.865529 1.233082 0.07610295 5.654954 
Test5 0.1152255 0.1352531 -0.1907384 0.4211893 
───────────────────────────────────────────────────────────────────────── 
Note: The T-Value used to calculate these confidence interval limits was 2.262. 
 

This report gives the coefficients, standard errors, and confidence interval assuming random weights.  
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Estimated Equation 
 
Estimated Equation 
───────────────────────────────────────────────────────────────────────── 
IQ = 
60.7772455334515 - 1.40516102388176 * Test1 - 1.17549846722092 * Test2 + 0.191975633021348 * Test3 + 
2.86552848363198 * Test4 + 0.115225465460253 * Test5 
───────────────────────────────────────────────────────────────────────── 
 

This is the estimated robust regression line presented in double precision. Besides showing the regression 
model in long form, it may be used as a transformation by copying and pasting it into the Transformation 
portion of the spreadsheet. 

Robust Residuals and Weights 
 
Robust Residuals and Weights 
───────────────────────────────────────────────────────────────────────── 
 IQ  Absolute  
 ───────────────  Percent Robust 
Row Actual Predicted Residual Error Weight 
─────────────────────────────────────────────────────────────────────────────────────────── 

1 106 104.56310 1.4369270 1.3555910 1.0000 
2 92 96.87410 -4.8740960 5.2979310 1.0000 
3 102 100.09600 1.9040130 1.8666800 1.0000 
4 121 121.71340 -0.7133805 0.5895707 1.0000 
5 102 98.56897 3.4310290 3.3637540 1.0000 
6 105 100.33660 4.6634250 4.4413580 1.0000 
7 97 98.48643 -1.4864380 1.5324110 1.0000 
8 92 94.24050 -2.2404980 2.4353240 1.0000 
9 94 95.95345 -1.9534560 2.0781450 1.0000 
10 112 103.82230 8.1776930 7.3015120 0.6382 
11 130 99.49808 30.5019200 23.4630200 0.1711 
12 115 113.40950 1.5905490 1.3830860 1.0000 
13 98 105.48460 -7.4845720 7.6373190 0.6973 
14 96 105.34020 -9.3401790 9.7293540 0.5588 
15 103 104.75800 -1.7580240 1.7068190 1.0000 
16  90.38075   0.0000 
17  96.30145   0.0000 
───────────────────────────────────────────────────────────────────────── 
 

The predicted values, the residuals, and the robust weights are reported for the last iteration. These robust 
weights can be saved for use in a weighted regression analysis, or they can be used as a filter to delete 
observations with a weight less than some number, say 0.20, in an ordinary least squares regression 
analysis.  

Note that in this analysis, row 11 appears to be an outlier. 

Actual Y 

This is the actual value of the dependent variable. 

Predicted Y 

This is the predicted value of Y based on the robust regression equation from the final iteration. 
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Residual 

The residual is the difference between the Actual and Predicted values of Y. 

Absolute Percent Error 

This is the Residual divided by the Actual times 100. 

Robust Weight 

These are the final robust weights for each observation. These weights will range from zero to one. 
Observations with a low weight make a minimal contribution to the determination of the regression 
coefficients. In fact, observations with a weight of zero have been deleted from the analysis. These weights can 
be saved and used again in a weighted least squares regression. 

Residual Distribution Plots 
 
Residual Distribution Plots 
───────────────────────────────────────────────────────────────────────── 
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Residuals vs X Plots 
These are the scatter plots of the residuals versus each independent variable. Again, the preferred pattern is 
a rectangular shape or point cloud. Any other nonrandom pattern may require a redefining of the 
regression model.  

 
Residuals vs X Plots 
───────────────────────────────────────────────────────────────────────── 

     
 
(3 more plots follow) 
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